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ABSTRACT  
A large number of researchers are attracted by video genre classification, video contents retrieval and semantics 

research in video processing and analysis domain. Video comprises of two signal modes the acoustic and visual. The 

visual information is potentially more difficult to extract. In this work, only acoustic signal mode are considered and 

assessed for the task of genre classification. It consists of discrete wavelet subband features, then computes the mean 

and variances for all. So, there are a total of nineteen features. In the experiment, five classifiers namely k nearest 

neighbor classification (kNN), sparse representation based classification (SRC), linear regression based 

classification (LRC), Meta-sample based sparse representation classification (MSRC) and Non-negative Least 

Squares classification (NNLS) are applied for classification. And, experimental results are compared with the five 

different classifiers. It is easy to implement and has better recognition accuracy. Experimental results conducted on 

own dataset with 3 genres which are pop, rock and hiphop. 
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I. INTRODUCTION 
 
Designing new features to extract from audio signals can be a particularly problematic task. A typical, or even 

musically trained, person might have difficulty expressing a precise list of characteristics when asked to distinguish 

between two different sounds, even if he or she can easily differentiate between the sounds. Even when one is able 

to describe audio characteristics, these features are likely to be abstractions that are difficult to quantify and 

scientifically extract from audio signals.  Although low-level features are not usually intuitive to humans directly, an 

individual well-trained in signal processing and in auditory perception can use his or her expertise to gain insights 

into when certain low-level features can be useful even on their own. 

 

 Acoustic-space characterization is presented by using statistic classifier like gaussian mixture model (GMM), neural 

nets or support vector machines (SVM) on cepstral domain features [1, 2, 3]. Various kinds of acoustic features have 

been evaluated in the field of video genre identification. In [1, 3, 4], time-domain audio features are proposed like 

zero crossing rates or energy distributions. Therefore, low-level approaches present a better robustness to the highly 
variable and unexpected conditions that may be encountered on videos. In the cepstral domain, one of the main 

difficulties in genre identification is due to the diversity of the acoustic patterns that may be produced by each video 

genre. In this paper, this problem is aim to address in the field of identifying video genres by applying wavelet mean 

and variance features. Video genre classification framework is focused on by using an audio-only method. In the 

next section an overview of the presented system is provided first. The architecture of the system and the basic 

underlying concepts are explained. Secondly, the SRC classification algorithm is described. Finally, the 

experimental results are also shown. 

 

II. SYSTEM ARCHITECTURE 
 

An automatic music video genre classification system is generally made up of three steps: preprocessing, feature 

extraction, and classification. Music genre classifications that are studied and modeled include pop, rock and hip 
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hop. The first process is the extracting audio information from a video clip. A stereo waveform should be converted 

into a mono waveform in the pre-process phase because this system is aimed to the mono waveforms.  

 
And then the features are extracted from an audio clip that is to be identified. The bark’s scale wavelet is used to 

extract the audio feature. It is compact due to the wavelet property. It is informative due to the bark’s scale property. 

The resulting wavelet features are used whenever it is desired to expand the database of known activities or to query 

the database when the clip is unknown.  

 

The final process is that of matching the new clips against the database to find a match, as well as testing the 

resulting match to ensure accuracy. A way of comparing features that is a similarity measure is therefore needed. 

Since the number of features comparisons is high in a large database and the similarity can be expensive to compute, 

methods that speed up the search are required. The identification results of each classification can be compared with 

time and accuracy. 

 

Preprocessing 

Audio samples are often pre-processed in a variety of ways before features are extracted from them. This is done to 

improve efficacy when features are processed by machine learning algorithms, among other reasons. The input 

audio signal is digitized and converted to a certain format. It is re-sampled at 22 kHz for the bark scale with (16 bits 

per sample).  

 

This also involves averaging channels so that the signal is in mono when the signal is in stereo. A stereo waveform 

should be converted into a mono waveform in the pre-process phase. This step is needed for the following steps to 

work properly because some audio signal might suffer from changes such as amplitude change, resolution change, 

re-sampling, filtering, noise addition, etc. Moreover, it can improve the efficiency of the algorithm and obtain a 

better model of the audio signal. 

 
To treat the signal as stationary to perform analysis on it, the signal is split up into short duration frames. The frames 

give a small window at which to look at the signal, over which the signal is treated as stationary. Therefore, the 

signal is divided into frames of a size comparable to the variation velocity of the underlying acoustic events. Overlap 

helps deal with window artifacts and non stationary channel noise. There is a trade-off between the robustness to 

shifting and the computational complexity of the system: the higher the frame rate, the more robust to shifting the 

system is but at a cost of a higher computational load. The length of an overlapping frame is 1 seconds with an 

overlapping factor of 1/2. 

 

III. FEATURE EXTRACTION 
 

The human ear perceives better the lower frequencies than the higher ones. The spectral masking properties of 

human ear and the most natural subband decomposition is Bark frequency scale. The wavelet tree structure of Bark-

scale wavelet decomposition is used to mimic the time-frequency analysis of the critical subbands according to the 

hearing characteristics of human cochlea. Critical subband is widely used in perceptual auditory modeling. The main 

drawback of the octave-band tree structure is that does not provide a good approximation of the critical subband 

decomposition of the human auditory system. The wavelet representation uses a wavelet transform to create a range 

of wavelets that allows examination of frequency components on a suitable scale. 

 

Therefore the input audio signal is decomposed into 19 critical wavelet subband signals by using Bark-scale wavelet 

decomposition that is implemented with an efficient nine-level tree structure. The decomposition process can be 
iterated, with successive approximations being decomposed in turn, so that one signal is broken down into many 

lower-resolution components. The wavelet feature of input audio signal is obtained by using the high-pass filter and 

low-pass filter, implemented with the Daubechies family wavelet(Db10). The DWT analysis can be performed using 

a fast, pyramidal algorithm related to multirate filterbanks [5]. 
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Figure1: Feature Extraction by using Mean and Variance method 

 

To obtain a useful feature extraction in this system, a mean and variance method is applied. For the nth frame, the 

mean and variance of βth subband is calculated by using subband detail coefficients as shown in Figure 1.  

In the following expressions, β is the subband signal and (βi) the coefficients of β are an orthonormal basis. The 

mean and variance equation is as follow 

                                                (1) 
So, the variance of β-th subband is calculated as 

                (2) 
 

Features are extracted from each frequency band of every frame. In the next section, the classification method of the 

proposed recognition system is explained to recognize music video genre. 

 

IV. CLASSIFICATION 
 

For the classification, the supervised sparse representation SR based classification algorithm is applied, as sufficient 

data is available for training and testing. It is believed that the sparsely constraint will make the coding vector more 

discriminative so that the classification accuracy can be improved. Sparse representation by  -norm minimization 

is robust to noise, outliers and even incomplete measurements and SR has been successfully used for classification. 

It is widely used for different applications, such as signal separation, denoising, image inpainting, robust 
classification, inducing similarity measurement and shadow removal. In this paper, it is compared with the five types 

of classification methods: Sparse representation based classification (SRC) [6, 7], Non-negative Least Square 

classification (NNLS) [8], Linear regression based classification(LRC) [9], Meta-sample based SR classification 

(MSRC)[10], and kNN. 

 

kNN 

kNN has been applied to video genre classification since the early stages of the research. The k-nearest neighbors (k-

NN) algorithm is a simple non-parametric classification algorithm. Despite its simplicity, it can give competitive 

performance compared to many other methods. It is widely used in machine learning and has numerous 

variations[12,13,14]. Given a test sample of unknown label, it finds the k-NN in the training set and assigns a label 

to the test sample according to the labels of those neighbors. The kNN algorithm is quite simple: given a test input 

data, the system finds the k nearest neighbors among the training features, and uses the categories of the k neighbors 
to weight the category candidates. The similarity score of each neighbor feature to the test feature is used as the 

weight of the categories of the neighbor feature. If several of the k nearest neighbors shares a category, then the per-

neighbor weights of that category are added together, and the resulting weighted sum is used as the likelihood score 

of that category with respect to the test features. By sorting the scores of candidate categories, a ranked list is 

obtained for the test data. 
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Linear Regression 

In linear regression, the relationships are modeled using linear predictor functions whose unknown model 
parameters are estimated from the data. Most commonly, the conditional mean of the response given the values of 

the explanatory variables (or predictors) is assumed to be an affine function of those values; less commonly, the 

conditional median or some other quantile is used. Like all forms of regression analysis, linear regression focuses on 

the conditional probability distribution of the response given the values of the predictors, rather than on the joint 

probability distribution of all of these variables, which is the domain of multivariate analysis. 

 

In statistics, linear regression is a linear approach to modeling the relationship between a scalar response (or 

dependent variable) and one or more explanatory variables (or independent variables). The case of one explanatory 

variable is called simple linear regression. For more than one explanatory variable, the process is called multiple 

linear regression. This term is distinct from multivariate linear regression, where multiple correlated dependent 

variables are predicted, rather than a single scalar variable.  
 

Non-Negative Least Square 

In mathematical optimization, the problem of non-negative least squares (NNLS) is a type of constrained least 

squares problem where the coefficients are not allowed to become negative. That is, given a matrix A and a 

(column) vector of response variables y, the goal is to find  . Here  

means that each component of the vector x should be non-negative, and  denotes the Euclidean norm. From 
[11], the SRC, MSRC, LSRC classification methods confirms the good performance of human identification system 

except NNLS but it is still reasonable results. 

 

Sparse Representation 

For the classification, the supervised sparse representation based classification (SRC) algorithm is applied, as 

sufficient data is available for training and testing. There are two key points in SRC [15]. The first key point is that 

encodes a query sample as a linear combination of a few atoms from a predefined dictionary, and the second key 

point is that the coding of y is performed collaboratively over the whole dataset X instead of each subset Xi. The 

SRC does not contain separate training and testing stages to be the over-fitting problem is much lessened. 

The SRC algorithm can be summarized as below: 

Input: matrix of training samples  for k classes; testing sample . 
 

All content should be written in English and should be in 2 column.  

 Step 1. Normalize each column of A to unit -norm;  

Each column of A is required to be unit -norm in order to avoid trivial solutions that are due to the ambiguity 
of the linear reconstruction. 

 Step 2. Solve the − norm minimization problem .  

The second step which is used to calculate the sparse representation where  is − norm which is 

equivalent to the number of non-zero components in the vector x. 

 Step 3. Compute the residual. 

 , for i = 1, ..., c, where  is the characteristic function that selects the 

coefficients associated with the ith class; 

 Step 4. Identify , where I(y) stands for finding the class label of y. 

 

 In this method, a testing sample is represented as the linear combination of the original training samples, and the 

representation error over each class is used as an indicator to classify the testing sample. The success of this 

technique is partially due to its robustness to noise and missing data. 
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Meta-sampled Sparse Representation 

As the common point of SRC and MSRC, the coefficient vector is used for classification or clustering. As the 

different point, MSRC is represented as a linear combination of metasamples which is extracted in a supervised 
manner from each class separately. In meta-sample based clustering, each sample is represented as a linear 

combination of meta-samples. A set of meta-samples are extracted from the training samples, and then an input 

testing sample is represented as the linear combination of these meta-samples by -regularized least square method. 

Classification is achieved by using the coefficient vector for the meta-samples extracted from each category, which 

is obtained by l1-regularized least square. In MSRC, it is expected that a testing sample can be well represented by 

using only the training samples from the same class. It does not contain the separate training and testing stages so 

that the over-fitting problem is much lessened more detail in [7]. 

 

V. EXPERIMENT 
 

For all the experiments described in this paper, a unique environment is created. Processing times are measured on 

Intel® Core™i3-3120M CPU running at a clock rate of 2.50 GHz with 4.00 GB of RAM on a Windows platform 

laptop. All of the sparse based classification system and k-NN based genre classification algorithm are developed 

using Matlab environment. In setting up the experiment data, the average video length in the collection is 240 

seconds (4 minutes). These video clips were taken from youtube, internet or CD albums such as pop, rock and 

hiphop. With such a collection it would also be possible to create correct identification results of the system. 

 

Tests were performed using a 4 fold cross-validation approach. Experiments were repeated for different 
combinations between training and testing. In this paper, the system is tested by randomly splitting the data set into 

training and test sets. Using the dataset that includes only the wavelet mean & variance features, the classification 

scheme is implemented the five classifiers that discussed in the above section. 

 

Classification Results 

In this section, there is shown the classification result of each genre with the table of confusion matrix. All of 

confusion matrix is test with the 985 datasets. Because of four fold cross validation method, the training set is 739 

and the testing set is 246.  

 
Table 1 Confusion Matrix for kNN classifier 

Test Set:88 Rock,76 Hiphop, 82 Pop 

 Rock HipHop Pop 

Rock 57 11 9 

Hip Hop 11 56 8 

Pop 20 9 65 

Accuracy 64.77% 73.68% 79.27% 

 

Table 2 Confusion Matrix for SRC classifier  

Test Set:88 Rock,76 Hiphop, 82 Pop 

 Rock HipHop Pop 

Rock 59 8 11 

Hip Hop 9 58 4 

Pop 20 10 67 

Accuracy 67.05% 76.32% 81.71% 
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Table 3 Confusion Matrix for NNLS classifier  

Test Set:88 Rock,76 Hiphop, 82 Pop 

 Rock HipHop Pop 

Rock 55 16 16 

Hip Hop 10 48 21 

Pop 23 12 45 

Accuracy 62.50% 63.16% 54.88% 

 

Table 4 Confusion Matrix for MSRC classifier 
Test Set:88 Rock,76 Hiphop, 82 Pop 

 Rock HipHop Pop 

Rock 30 8 20 

Hip Hop 17 49 13 

Pop 41 19 49 

Accuracy 34.09% 64.47% 59.76% 

 

Table 5 Confusion Matrix for LRC classifier  

Test Set:88 Rock,76 Hiphop, 82 Pop 

 Rock HipHop Pop 

Rock 9 8 4 

Hip Hop 25 45 25 

Pop 54 23 53 

Accuracy 10.23% 59.21% 64.63% 

 
From Table 1 to Table 5, the  overall accuracy of kNN, SRC, NNLS, LRC, MSRC is 72.35%, 74.79%, 60.16%, 

43.49%, and 50.03%, respectively. All of these results are tested with the combination of mean and variance 

features. kNN, SRC, LRC classifiers give the best hit rate in pop genre type among three genre types. In the rock 

genre type, LRC and MSRC give the highest miss rates (89.77% and 65.91% respectively). 

 
Analysis 

In the analysis of feature sets, datasets and classifiers, it will be shown the average accuracy percentage of ten times 

testing on each classifier and each dataset.  

 
Table 6 Classification Accuracy of Means Features  

Size of 

Dataset 

150 

dataset 

(%) 

601 

dataset 

(%) 

745 

dataset 

(%) 

985 

dataset 

(%) Classifiers 

kNN 34.57 34.59 39.70 36.94 

SRC 33.54 35.72 38.68 38.89 

NNLS 40.26 41.39 41.84 41.28 

LRC 30.92 32.47 33.53 34.50 

MSRC 31.12 36.73 33.48 37.87 

 

Table 6 shows the accuracy result of wavelet mean features with the different size of dataset. From this table, 

wavelet mean feature has not sufficient qualities in this video music classification system. All classifiers give the 

accuracy result below the 50%. Among them, NNLS give the highest accuracy rate. 
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Table 7 Classification Accuracy of Variance Features 

Size of 

Dataset 

150 

dataset 

(%) 

601 

dataset 

(%) 

745 

dataset 

(%) 

985 

dataset 

(%) Classifiers 

kNN 69.89 70.33 68.17 66.44 

SRC 72.81 79.04 70.75 67.37 

NNLS 67.53 68.13 71.61 60.22 

LRC 51.22 37.86 42.03 41.24 

MSRC 73.54 60.89 59.31 49.66 

 

The wavelet variance features have a big impact on the music video classification system from this Table 7. If the 

data set is very large, the MSRC tend to reduce the correct rate of classification. From this Table 7, the SRC is the 

best classifier among them. 

 
Table 8. Classification Accuracy of Combination of Means & Variance Features  

Size of 

Dataset 

150 

dataset 

(%) 

601 

dataset 

(%) 

745 

dataset 

(%) 

985 

dataset 

(%) Classifiers 

kNN 70.79 71.69 73.47 71.30 

SRC 75.11 79.29 78.14 75.60 

NNLS 66.81 56.77 60.90 58.38 

LRC 46.09 40.44 43.89 40.48 

MSRC 72.34 59.63 58.59 55.81 

 
According to the Table 8, SRC is slightly better than the kNN in classification using the combination of the wavelet 

mean and variance features. Although the accuracy of kNN method is steadily increased form 150-dataset to 745-

dataset, SRC is increased from 150-dataset to 601 dataset. In the testing with 745-dataset, almost all classifiers give 

the best accuracy in music video classification system. In biggest dataset of this paper, the accuracy of all 

classification method is slightly fall back. LRC is poor classification method in this experiment.  
 

Table 9. Classification Time of Combination of Means & Variance Features  

Size of 

Dataset 

150 

dataset 

(s) 

601 

dataset 

(s) 

745 

dataset 

(s) 

985 

dataset 

(s) Classifiers 

kNN 0.003 0.172 0.131 0.1348 

SRC 4.39 34.95 50.02 80.08 

NNLS 0.268 32.73 88.03 321.99 

LRC 0.039 0.275 0.354 0.5549 

MSRC 2.040 7.82 10.08 14.39 

 

According to the Table 9, the lowest classification time of classifiers is kNN. Although the size of dataset is bigger 

and bigger, it can maintain the stability of classification time within 1s. So do LRC. In SRC, the classification is 

steadily increasing with the size of dataset. The classification time is about 1.33 minutes in the experiment with the 

biggest dataset of this paper. In the worst case, the NNLS takes the time over 5 minutes for the dataset(985 clips).  
 

Table 10. Classification Time of Variance Features 

Size of 

Dataset 

150 

dataset 

(s) 

601 

dataset 

(s) 

745 

dataset 

(s) 

985 

dataset 

(s) Classifiers 

kNN 0.003 0.113 0.115 0.119 
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SRC 4.202 28.34 35.40 64.65 

NNLS 0.319 41.75 107.86 369.94 

LRC 0.024 0.123 0.1563 0.2414 

MSRC 1.796 7.310 9.517 12.028 

 

From Table 9 and Table 10, the size of feature set become large and tend to increase the classification time. The 

fraction of time devoted to combining feature is (eg. 80.08/64.6543) is 1.24 percent –a negligible amount. Thus the 

feature combination method is used in this music video classification system for the better accuracy. 
 

VI. CONCLUSION 
 

A good classification method should achieve a balance between two extremes that are the classification time and 

accuracy. Although the SRC is the best classification method in the point of view of accuracy, it is rising the 

classification time with the increasing size of dataset. The kNN is the good classification method in the both of time 

and accuracy. The wavelet mean and variance features set offers the classification accuracy rate with 73.47% and 

79.39% in kNN and SRC method respectively. Thus the wavelet mean and variance feature is not enough for the 

music video genre classification are designed to allow for both reliable recognition of real-world video signals and 
real-time operation on today’s standard PC computing platforms. 
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